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inspiration in devising alternative styles of arti�cial neural network (Brooks, 1991b). The core of

this paper is concerned with investigating abstractions of some of the extremely important chemical



an important second messenger which regulates a wide variety of cellular processes in target neurons,

some of which underlie synaptic plasticity (H�olscher, 1997).

The discovery of di�usible gaseous modulators in the brain clearly challenges simplistic connectionist

models of neural information processing (O'Shea et al., 1998). For example, it suggests a rich diver-

sity of modulatory mechanisms with di�erent temporal and spatial dynamics a�ect the properties of

neurons. Importantly, the discovery of di�usible modulators shows that neurons can interact and alter

one another's properties even though they are not synaptically connected.

1.3 From Neuroscience to Control Systems

In this paper we have attempted to abstract some of these concepts and incorporate the elements of

gaseous transmission into a fundamentally new class of arti�cial neural network. Nodes in a spatially

distributed network can emit `gases' which di�use through the network. The `gases' can modulate in-

trinsic properties of nodes and connections in a concentration dependent fashion. This paper describes

work where we have used this style of network to build control systems for autonomous mobile robots.

One of the new styles of AI to have emerged recently is Evolutionary Robotics (Cli�, Harvey and









2. Every implementation aspect of the simulationmust be randomly varied from trial to trial so that

controllers are unable to rely on them to perform the behaviour. In particular, enough variation

must be included so that the only practicable evolutionary strategy is to actively ignore each

implementation aspect entirely.

3. Every base set aspect of the simulation must be randomly varied from trial to trial. The extent

and character of this random variation must be su�cient to ensure that reliably �t controllers
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Figure 6: Connectivity of the network is de�ned by either positive and negative segments (T=�, Tw=�

width

),

or circles centred on x; y coordinates. Networks develop and function on a 2D plane.

threshold radius, no link is made. When this connectivity scheme is used, the six variables of the

segments scheme are replaced with the eight needed to encode the four circle centres. Throughout

the rest of this paper, these two schemes will be referred to as the segments and the points schemes

respectively.

The rest of a gene is interpreted as follows. vis

in

is a binary switch that determines whether or not a

node has visual input. If it does, the following three variables encode the polar coordinates of a pixel

in the camera image the node will take input from, and a threshold below which input from that pixel

is ignored (visual input is normalised to lie in the range [0:0; 1:0], this is the range of the threshold).

The value of rec determines whether the node has an excitatory recurrent connection, an inhibitory

recurrent connection or no recurrent connection to itself. TE provides the circumstances under which

the node will emit a gas. These are: not at all, if its `electrical' activity exceeds a threshold, or if the

concentration of the referenced gas (1 or 2) at the node site exceeds a threshold. CE gives the gas the

node can emit. s is used to control the rate of gas build up/decay as described earlier by equation 3,

its value ranges from 1 to 11. R

e

is the maximum radius of gas emission, this ranges from 10%{60%
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4.2.2 The Genetic Algorithm Scheme

The work



trials with di�erent starting conditions, can only be achieved by visual identi�cation of the triangle.

The evaluated scores are ranked, and the �tness F is the weighted sum of the N scores, with weight

proportional to the inverse ranking i (ranking is from 1 to N , with N as the lowest score):

F =

P

i=N

i=1

if

i

P

i=N

i=1

i

=

2

N (N + 1)

i=N

X

i=1

if

i

(9)

Note the higher weighting on the poorer scores provides pressure to do well on all evaluations; a

solution scoring 50% on every evaluation has �tness nearly 4 times that of one scoring 100% on half

of the evaluations and zero on the other half.

4.2.4 Experimental Investigations

Early exploratory experiments with GasNets (Husbands, 1998; Jakobi, Husbands and Smith, 1998) on

the gantry robot target discrimination task suggested that GasNets evolved considerably faster (fewer

evaluations needed) than more conventional connectionist style networks used previously (Jakobi,

1998a). In order to probe this tentative result further, the following experiments were performed:

1. Ten runs to evolve GasNet-based controllers for the gantry triangle/rectangle task using the

connection segments connectivity scheme (section 4.2.1).

2. Ten runs as in 1, but with the e�ects of the gases turned o�.

3. Ten runs as in 1, but using the connection points connectivity encoding (section 4.2.1).

4. Ten runs as in 3, but with the e�ects of the gases turned o�.

It was hoped that the results of these experiments would provide some insight into whether or not

the gases played any signi�cant role in the evolvability and functioning of the controllers, and whether

or not the details of the connectivity encodings were important. Other experimental details were as

described in the previous parts of this section.

5 Results

As mentioned earlier, the target discrimination task was chosen because a reasonable number of previ-

ous experiments had been carried out involving the evolution of more conventional connectionist style

networks (Harvey et al., 1994; Jakobi, 1998b). An initial aim of the work described in this paper

was to compare the performance of the GasNets with these other types of network. Therefore, before

dwelling on the outcome of various GasNet runs, results of previous evolutionary experiments with

this robot task are outlined.

5.1 Previous results

Jakobi had originally run the same experiment using two di�erent styles of node and connection type

networks (Jakobi 1998a, 1998b). He did a series of runs with simple binary
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Where T

1

=0.0 and T

2

=2.0.

A simple direct encoding was used for the veto networks (Cli�, Harvey and Husbands, 1993). Again,

the size and topology of the networks was under evolutionary control as was the visual morphology.

Also in this case, about 6,000 generations were required to successfully evolve reliable robust veto net

controllers (Jakobi, Husbands and Smith, 1998). An example is shown in �gure 8.



Run Segs. w. gas Segs. w/out gas Points w. gas Points w/out gas

1 300 1000 200 900

2 300 1000 400 1000

3 350 2000 450 1500

4 500 2400 500 2000

5 600 2800 700 2000

6 1500 3200 950 6000

7 1600 3300 1000 10000

8 2000 3950 1400 10000

9 2800 6400 1800 10000

10 3100 7000 2300 10000

Mean 1305 3305 970 5340

SD 1062 2029 677 4254

Median 1050 3000 825 4000

Best 300 1000 200 900

Worst 3100 7000 2300 10000

Table 1: Number of generations before consistent success is achieved. Data is shown for runs in each condition.

NB runs not achieving consistent success by generation 10000 were terminated.

Scheme Gas mean rank (N) No gas mean rank (N) U 2-tailed P

Segs. 7.1 (10) 13.9 (10) 16.0 0.0089

Points 6.75 (10) 14.25 (10) 12.5 0.0029

Table 2: Mann-Whitney U analysis of di�erence between with/without gas conditions.

that is easier to search, using an evolutionary approach, than those of more conventional networks.

Successful GasNet-based controllers are relatively quickly found; it seems that the space is rich with

useful network dynamics o�ering many relatively short paths to �t robot nervous systems. Although

there is no restriction on the size of network used and the number of visual inputs employed, pop-

ulations were initially seeded with fairly small networks (with 14 �1 units). We observed that the

particular properties of the search space de�ned by the network encoding, the size of the network

development/operation plane, the possible network dynamics, the robot geometry, the task, the prop-

erties of the visual sensor, and the interaction of all these things, has resulted in `easy' routes to simple

controllers employing very low bandwidth vision.

It can be seen that as long as the gas modulation mechanism is present there is little di�erence between

the performances of the two network connectivity schemes. However, when the gases are turned o�, the

connection points scheme runs seem to quite often get stuck in low �tness areas of the search space (the

10,000 generation runs were terminated without �nding a successful controller). This suggests that

the connection segments scheme, which allows multiple connections to be made using a small number

of variables, results in a slightly more amenable search space, possibly with less neutrality (Huynen

et al., 1996). A more detailed investigation of this point would have to be made before anything very

concrete could be concluded.

It should be noted that even without the gases active, the resultant heterogeneous networks are quite

capable of generating successful behaviours. Indeed, on average the without-gas runs achieve success

in signi�cantly fewer generations than was necessary for the binary and veto nets discussed earlier.

Figures 9 and 10 show examples of typical evolved successful GasNet controllers. They are structurally

very simple, indeed much simpler than previously evolved binary and veto networks, examples of which
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between the sensor geometry and robot motion resulting in active visual strategies. A traditional

cognitive science perspective would think of the sensori capabilities as being passive and the sensor

morphology as almost incidental; it is the internal processing where the real work is done. This is very

clearly not the case in any of our evolved robots. The number and position of the visual inputs was

under evolutionary control; it has clearly been demonstrated that very simple extremely low bandwidth

sensors, when appropriately coupled to a dynamic controller, are su�cient for this kind of task.

camera field of view

visual inputs

Figure 12: The only two classes of successful behavioural strategy that we have observed to date.

5.4 Network Analysis

In order to gain deeper insight into the properties of GasNets and their suitability to act as robot

nervous systems, it is necessary to analyse evolved successful controllers. There is not room in this

paper to do a full network analysis ( a paper devoted to that topic will appear in due course). Instead

a summary of some of the key features arising from a detailed analysis will be given. Any analysis of

a robot control network should take into account the robot-environment interaction dynamics, in this

case partly dictated by the visual morphology, as well as the intrinsic network dynamics. Successful

evolved GasNet controllers for the target discrimination task have all been structurally simple and

have employed very low bandwidth sensing. These two factors have greatly helped in facilitating

straightforward analysis. The mathematics of discrete dynamical systems (J. Sandefur, 1990) has

proved a very useful framework for understanding the intrinsic properties of GasNets in detail, here

only a brief qualitative analysis will be given.

The following paragraphs summarise an analysis of the controller shown in �gure 10. This system

has a number of interesting properties that nicely illustrate some general points about GasNets and

evolved controllers at large.

The essential workings of the network are based on the two subnetworks in the right-hand corners

of the network plane; both are required for accurate triangle �nding behaviour, despite the lack of

explicit interaction between them. None of the three neurons not involved in the subnetworks receive

any external input; genetically set transfer
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Figure 13: Output trace for `spiking' neuron 2 over time. The vertical dashed lines mark 10 time step

intervals, the area between the output curve and the time axis is shaded.

is always tanh (0:48) � 0:44. Taking into accounts its genetically set parameters and the negative

connection from unit 5, the neuron 2 transfer function can be written as:

y

n

2

= tanh (�k

n

2

(y

n�1

2

+ 0:44)� 0:66)

The genetically set default value for k

n

2

is 4, giving an unstable equilibrium solution at y

2

� �0:48.

The instability comes from the high negative feedback; in the absence of any modulation the output

of the unit swiftly turns into a saw-tooth oscillation between -1 and +1 with a period of 2 time steps.

However, once its output reaches +1, neuron 2 emits gas1 with fast build-up/decay and low distance

decay, a�ecting neuron 5 strongly and immediately for one time-step only. Neuron 5 in turn emits

gas2 for one time-step, stimulated by the concentration of gas1. The subsequent concentration of gas2

at neuron 2 reduces k

n

2

from 4 to 0.25. With this new value of k

n

2

the subnetwork enters a di�erent

dynamical regime where a stable attractor exists for the output of unit 2 (y

2

� �0:55). However, the

high gas concentration only lasts one time-step and k

n

2

increases back to 4. In the single time-step

with reduced k

n

2

, output is dampened to y

2

� �0:48, then the next �ve time-steps are a `refractory'

period where the motor neuron output starts from near the unstable equilibrium slowly returning to

�1 oscillation, and the cycle begins again. Thus the right back motor neuron has positive output

once every eight time-steps, causing inhibition of the right motor by periodically turning it o� (right

forward is always on). This causes an average slowing of the right wheel and hence a slow curve to the

right (if the left motor is producing positive output). This kind of oscillator circuit, where modulation

causes a change in intrinsic dynamics, was observed to evolve on several evolutionary runs, and played

a variety of functional roles. The oscillator's period depends on the spatial relationship between the

units and the genetically set parameters governing gas emission and transfer function properties.

The only neurons receiving external eniies.



high enough to cause it to emit gas. Recurrency allows the subnetwork to stabilise with a high positive

output for unit 7 (ensuring continued gas emission). The result is a highly stable state (that cannot

be perturbed) in which the left back motor output is inhibited.



6 Related Work

The authors are not aware of any directly comparable work to that described in this paper. However, a

number of other pieces of research will be mentioned as having some kind of indirect relationship to the

GasNets project. Floreano and Mondada have used a genetic algorithm to develop plastic controllers

for a khepera robot (Floreano and Mondada, 1996) engaged in obstacle avoidance behaviours. The

genetic algorithm was used to develop neural structures that were continually modi�ed during the

robot's lifetime according to mechanisms that were speci�ed on the genotype. This was achieved by

allowing the type of Hebbian-style rule operating at each connection to be selected by the genetic

algorithm. They evolved learning structures with emergent fast adaptation properties. Interestingly,

some of their best robot control networks generated stable behaviour through continuously changing

synapses which were dynamically stable. There are perhaps strong similarities with the dynamic

modulated states of the GasNets described earlier.

Ziemke has used higher order recurrent network architectures for controlling a khepera robot (Ziemke,

1996). He used two networks: one coupling sensors and motors and another which dynamically adapts

the sensorimotor network. Essentially, this allows the sensorimotor control network to dynamically

adapt its own weights to its current context. This allows a richer class of adaptations than is possible

with more standard connectionist architectures.

The work of Beer and his students (e.g. Yamauchi and Beer, 1994) should be mentioned as providing

a number of examples of robot controllers whose adaptivity is a results of the intrinsic dynamics of

evolved recurrent dynamic ANNs rather than of an imposed adaptive mechanism in the network.

Of course there are a number of explicit computationalmodelling projects in which the mechanisms and

functional role of various kinds of modulation are studied, based on speci�c biological data (Fellous

and Linster, 1998). More speci�cally, there is some work on modelling the di�usion and signalling

properties of NO in real neuronal networks (Gally et al., 1990; Phillipides et al., 1998). The level

of modelling used in such research is considerably more detailed than the abstractions employed in

the GasNets work. Such modelling is computationally much more expensive than the algorithms

underlying the GasNets. The loose abstractions used in the GasNets were chosen to ensure that they

would be computationally e�cient and capable of acting as real time controllers for a mobile robot.

However, di�erent, less arbitrary, abstractions may be used in the future, guided by the results of the

detailed computational modelling.

7 Discussion and Conclusions

This paper has introduced a new class of ANNs incorporating principles abstracted from contemporary

neuroscience. A simple form of modulation by processes analogous to di�using gas, emitted by some

nodes in the networks, have been added to heterogeneous arbitrarily recurrent networks (GasNets) used

as arti�cial nervous systems for autonomous mobile robots engaged in visually guided behaviours. Evo-

lutionary robotics techniques were used to evolve control networks and visual morphologies to enable

a robot to achieve a target discrimination task under very noisy lighting conditions. A series of evo-

lutionary runs with and without the gas modulation active demonstrated that networks incorporating

modulation by di�using gases evolved to produce successful controllers considerably faster than net-

works without this mechanism. GasNets also achieved evolutionary success much faster (often by an

order of magnitude) than more conventional styles of networks previously used. The successful Gas-

Net based controllers were structurally very simple (far simpler than successful controllers based on

conventional networks) but exhibited intricate internal dynamics making full use of the modulatory

e�ects of the di�using gases.

21



These preliminary investigations suggest that ANNs incorporating mechanisms analogous to those

provided by di�using gaseous neurotransmitters have interesting properties worth investigating further.

The selectionist methodology of evolutionary robotics has proved to be a useful tool in exploring this

class of networks. There are many possible future directions for this investigation. High on our

agenda are studies involving larger, possibly more structured, networks; the investigation of a wider

range of modulations { particularly longer lasting ones; the investigation of the concurrent evolution of

structures acting as di�usion barriers or sinks within the networks; the use of gases to locally modulate

hebbian style adaptive processes. Some of these studies will be more explicitly aimed at trying to better

understand biological phenomena as well as developing arti�cial nervous systems.
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